
CS M146 Discussion: Week 1
Course logistics, Math Review Exercise

Junheng Hao
Friday, 1/8/2021



Roadmap

● Course Logistics

● Math Prep: Calculus, linear algebra, probability and optimization

● Q & A



Course Information & Resources

● Course schedule and logistics
○ Syllabus (tentative) on CCLE
○ Logistics discussed in the first lecture (Week 1, Monday)

● CCLE
○ Slides, lecture recordings, and other private course materials

● Online forum (Campuswire) → Invitation sent!
○ Link: https://campuswire.com/p/GB5E561C3 Passcode: 3428
○ Slides, QA and chat rooms.
○ If you have any questions, you may DM me on Campuswire or write me emails. 

● GradeScope → Invitation sent!
○ Submissions of problem set (total 4) and quizzes
○ Final exam



Course logistics

● Office hours & Zoom links (time in PST)
○ Sriram Sankararaman (sriram@cs.ucla.edu) Wednesday 3:00-4:00pm @Zoom
○ Junheng Hao (haojh.ucla@gmail.com) Mondays 3:00-5:00 pm @Zoom  
○ Danfeng Guo (lyleguo@ucla.edu) Tuesdays 4:00pm-6:00pm @Zoom 
○ Andrei Storozhenko (storozhenko@cs.ucla.edu) Tuesdays & Thursdays 11:00-12:00 am 

@Zoom

● Discussion 1C by Junheng Hao:
○ Time: 12-1:50 pm, Fridays.
○ Slides are posted on: https://www.haojunheng.com/teaching/cs146-winter21/ 
○ Recordings are posted on CCLE. 

● Junheng’s Zoom Link:
○ https://ucla.zoom.us/j/96240702917?pwd=QzFyWDZlYWpjNy9BSHl5OFMyNU1jdz09 

Note: You can attend any discussion session (honestly they are at the same time).



Course Grading

● Problem Sets: 50%
○ Total 4 problem sets: Math/conceptual questions + programming tasks
○ No late submissions

● Weekly Quizzes: 30%
○ Math quiz on Week 1, weekly quizzes on Week 2-9
○ Lowest quiz score dropped
○ One-hour time for completion once the quiz starts

● Final Exam: 20%
○ Scheduled on March 15 
○ All material covered, open book
○ Email to inform and confirm with both Prof. Sankararaman and your TA, for any accommodation 

approved by CAE
● Default grade cutoff

Reminder: Daylight saving time 2021 in California 
will begin at 2:00 AM on Sunday, March 14!



Yes, all online!

● As required by UCLA chancellor office, CS M146 is entirely online this quarter.
● All teaching activities (lectures, discussion sessions, office hours) will be held virtually 

through Zoom. 
● Please DO NOT share the zoom links outside!
● Please DO NOT enter the meeting room outside the regular lectures, office hours and 

discussion time!



Other Questions?

● Enrollment problems on myUCLA
● PTE
● Grading option
● CS145 and/or CS146

Need some help? Check here! 
https://www.studentincrisis.ucla.edu/Portals/36/Documents/redfolder.pdf 



About TA (Myself)

● Fourth-year CS Ph.D. candidate
● UCLA Advisors: Yizhou Sun, Wei Wang (UCLA ScAi 

Institute, UCLA Data Mining Group)
● Past work experiences: @NEC Labs, @Amazon, @IBM 

Research AI
● Research interests: Knowledge Graphs, Graph mining, 

NLP, Bioinformatics, etc. 
● Hobbies: Languages (beginner for Spanish and 

German), tennis, …
● More about myself: https://www.haojunheng.com/  



• Foundational to knowledge-driven AI systems
• Enable many downstream applications (NLP tasks, Recommender, Bioinformatics, etc)

QA & Dialogue systems

Sorry, I don't 
know that one.

Computational Biology

Natural Language Processing

Recommender Systems

Knowledge 
Graphs

About My Research



Announcements

● 12:00am, Jan. 9:  Math quiz released on Gradescope.
● 11:59pm, Jan. 10 (Sunday):  Math quiz closed on Gradescope!
● Jan. 15 (expected): Problem set 1 released on campuswire/CCLE, submission on 

Gradescope.

Other deadline reminders (Problem sets, Quizzes, etc) will be announced in class and 
Campuswire, as well as my discussion webpage. 
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Machine Learning: Math Essentials

“Machine learning is part of both statistics and 
computer science.”

-- I don’t know who said that.



Math Review: Probability

● Checklist:
○ Properties of probability
○ Probability spaces (discrete/continuous)
○ Probability distributions (discrete/continuous)
○ Random variables
○ Multivariate probability distributions
○ Marginal probability and conditional probability
○ Expectation, variance, covariance
○ Rules of probability
○ Independence and Bayes rule
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Math Review: Linear Algebra

● Checklist:
○ Basic calculus
○ Gradient calculation in matrix format
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Math Review: Linear Algebra

● Checklist:
○ Vector, matrix
○ Norm
○ Multiplication
○ Useful (special) matrices
○ Rank of a matrix
○ Matrix inverse
○ Eigenvalues and eigenvectors



Math Review: Optimization

● Checklist:
○ Convex set and convex functions
○ Gradients
○ Gradient descent
○ (For SVM) Quadratic problem and dual problem, duality, KKT condition.
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Math Review: Reading List

From the website: http://web.cs.ucla.edu/~sriram/courses/cm146.winter-2019/html/index.html (Details in 
the links below)

● Review of probability
○ Link 1: http://cs229.stanford.edu/section/cs229-prob.pdf 
○ Link 2: https://www.cs.princeton.edu/courses/archive/spring07/cos424/scribe_notes/0208.pdf 

● Linear Algebra
○ Link 2: http://cs229.stanford.edu/section/cs229-linalg.pdf 

● Optimization
○ Link 1: http://cs229.stanford.edu/section/cs229-cvxopt.pdf 
○ Link 2: http://cs229.stanford.edu/section/cs229-cvxopt2.pdf 

● Machine Learning Math Essentials by Jeff Howbert from Washington U.
○ Link: http://courses.washington.edu/css490/2012.Winter/lecture_slides/02_math_essentials.pdf 
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About Math Quiz (Week 1)

● Notification: Campuswire Post#12. 
● You will have up to 60 minutes to take this exam. 
● You can find the exam entry named "Week 1 Math Quiz" on GradeScope. 
● There are in total 10 questions with types of true/false and multiple choices. Note that for 

multiple-choice questions, it is possible to have one single correct answer and multiple correct 
answers (select all that apply). 

● Quiz release date and time: Jan 08, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Jan 10, 2021 (Sunday) 11:59 PM PST



Practice Exercise 1

● Bayes Theorem
○ A patient goes to see a doctor. The doctor performs a test with 99 percent 

reliability, that is, 99 percent of people who are sick test positive and 99 percent of 
the healthy people test negative. 

○ The doctor knows that only 1 percent of the people in the country are sick (well, 
obviously this is not COVID-19 in US)

○ If the patient tests positive, what are the chances the patient is sick? Is it 99%?
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Practice Exercise 1 (Answer)

● Bayes Theorem
○ 99 percent of people who are sick test positive and 99 percent of the healthy 

people test negative. Only 1 percent of the people in the country are sick.
○ If the patient tests positive, what are the chances the patient is sick?
○ Further question: What is the chance of a false positive result?
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Practice Exercise 2

● Matrix Rank
● What is the rank of following matrix? Are they non-singular?
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Practice Exercise 2: Answer

● Matrix Rank
● What is the rank of following matrix? Are they non-singular?

● rank(A)=3, rank(B)=2
● What about the rank of the matrix B+mI (I is identity matrix)?



Practice Exercise 3

● Hessian matrix
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Practice Exercise 3: Answer

● Hessian matrix

Note: The Hessian matrix is a symmetric matrix, since the hypothesis of continuity of the second derivatives 
implies that the order of differentiation does not matter (Schwarz's theorem).
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Practice Exercise 4 (Link)

● Calculus: Chain rule → Later used in Neural Networks!
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What’s next?

● In next week’s discussion, we will discuss: 
○ Materials in the first 2 weeks: Decision tree, kNN and linear classification
○ Programming prep: Python, Google Colab, some useful packages (numpy, 

scikit-learn, matplotlib, etc)
● Useful resources for programming resources

○ Python/Numpy/Matplotlib tutorial: 
https://cs231n.github.io/python-numpy-tutorial/ 

○ Scikit-learn: https://scikit-learn.org/stable/tutorial/index.html 





Junheng Hao
Friday, 01/15/2021

CS M146 Discussion: Week 2
Decision Tree, Nearest Neighbors, ML Pipeline, 

Programming Prep 



Roadmap

● Announcement

● Lecture Review

● Programming Prep for Problem Sets



Announcements

● 5:00pm PST, Jan. 15:  Weekly quiz 2 released on Gradescope.
● 11:59pm PST, Jan. 17 (Sunday): Weekly quiz 2 closed on Gradescope!

○ Start the quiz before 11:00pm PST, Jan. 17 to have the full 60-minute time
● 5:00pm, Jan. 15: Problem set 1 released on campuswire/CCLE, submission on 

Gradescope.
○ Please assign pages of your submission with corresponding problem set outline 

items on GradeScope.
○ You do not need to submit code, only the results required by the problem set
○ Due on 11:59pm PST, Jan. 29 (Friday)

● There is no class on Jan. 18 (Monday), in observance of Martin Luther King Jr. Day.



About Quiz 2

● Quiz release date and time: Jan 08, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Jan 10, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 2 Quiz" on GradeScope. 
● Topics: Decision Tree, Nearest Neighbors, General machine learning basics and pipeline
● Question Types

○ True/false, multiple choices, and auto-graded short answers (fill blanks)
○ Some questions may include several subquestions.

● Some light calculations are expected. Some scratch paper and one scientific calculator 
(physical or online) are recommended for preparation. 

● More Info: https://campuswire.com/c/GB5E561C3/feed/57
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Part I

Lecture Review
Decision Tree, Nearest Neighbors, ML Pipelines



● Decision Tree Classification: From data to model

Decision Tree
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● Choosing the Splitting Attribute
● At each node, available attributes are evaluated on the basis of separating 

the classes of the training examples. 
● A goodness function (information measurement) is used for this purpose:

○ Information Gain
○ Gain Ratio*
○ Gini Index*

Decision Tree: Takeaway



● Which is the best attribute?
○ The one which will result in the smallest tree
○ Heuristic: choose the attribute that produces the “purest” nodes

● Popular impurity criterion: information gain
○ Information gain increases with the average purity of the subsets that an 

attribute produces
● Strategy: choose attribute that results in greatest information gain

Decision Tree: Attribute Selection



Decision Tree: Entropy of Random Variable
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● Information in a split with x items of one class, y items of the second class

Decision Tree: Attribute Selection
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● “Outlook” = “Sunny”: 2 and 3 split

Decision Tree: Example for Practice
Attribute: “Outlook” = “Sunny”
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● “Outlook” = “Overcast”: 4/0 split

Decision Tree: Example for Practice
Attribute: “Outlook” = “Overcast”



● “Outlook” = “Rainy”:

Decision Tree: Example for Practice
Attribute: “Outlook” = “Rainy”



Expected information for attribute:

Decision Tree: Example for Practice
Expected Information of Attribute “Outlook”

20
0
0
0
0 0



Information gain: 
(information before split) – (information after split)

Information gain for attributes from all weather data:

Decision Tree: Example for Practice
Compute Information Gain

0
0 0



Decision Tree: Example for Practice
Continue to Split

@



• Note: Not all leaves need to be pure. Sometimes identical instances have 
different classes. 

• Splitting can stop when data can’t be split any further.

Decision Tree: Example for Practice
Final Tree



● Demo links

○ http://www.r2d3.us/visual-intro-to-
machine-learning-part-1/ 

○ http://explained.ai/decision-tree-viz/

Decision Tree: Visual Tutorials



KNN

● Classify an unknown example with the most common class among K nearest 
examples
○ “Tell me who your neighbors are, and I’ll tell you who you are”

● Example
○ K = 3
○ 2 sea bass, 1 salmon
○ Classify as sea bass
A



KNN: Multiple Classes

● Easy to implement for multiple classes
● Example for K = 5

○ 3 fish species: salmon, sea bass, eel
○ 3 sea bass, 1 eel, 1 salmon → classify as sea bass



KNN: How to Choose K?

● In theory, if infinite number of samples available, the larger K, the better 
classification result you’ll get.

● Caveat: all K neighbors have to be close
○ Possible when infinite # samples available
○ Impossible in practice since # samples if finite

● Should we “tune” K on training data?
○ Underfitting → Overfitting

● K = 1 → sensitive to “noise” (e.g. see right)
noise

K=1 :)



●

KNN: How to Choose K?



● Larger K gives smoother boundaries, better for generalization
○ Only if locality is preserved
○ K too large → looking at samples too far away that are not from the same class

● Can choose K through cross-validation

KNN: How to Choose K?



● Voronoi diagram

KNN: Decision Boundary
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● Decision boundaries are formed by a 
subset of the Voronoi Diagram of the 
training data

● Each line segment is equidistant 
between two points of opposite class

● The more examples that are stored, the 
more fragmented and complex the 
decision boundaries can be.

KNN: Decision Boundary



KNN: Distance

● If we use Euclidean Distance to find the nearest neighbor:

● Euclidean distance treats each feature as equally important
● Sometimes, some features (or dimensions) may be much more 

discriminative than other features



● Feature 1 gives the correct class: 1 or 2
● Feature 2 gives irrelevant number from 100 to 200
● Dataset: [1, 150], [2, 110]
● Classify [1, 100]

● Use Euclidean distance can result in wrong classification
● Dense Example can help solve this problem

KNN: Distance



● Decision boundary is in red, and is really wrong because:
○ Feature 1 is discriminative, but its scale is small
○ Feature gives no class information but its scale is large, which dominates distance 

calculation

KNN: Distance



KNN: Feature Normalization

● Normalize features that makes them be in the same scale
● Different normalization approaches may reflect the result
● Linear scale the feature in range [0,1]:

● Linear scale to 0 mean standard deviation 1(Z-score):

0
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● Result comparison non-normalized vs normalized

KNN: Feature NormalizationF

:



● Scale each feature by its importance for classification

● Use prior/domain knowledge to set the weight w
● Use cross-validation to learn the weight w

KNN: Feature Weighting



KNN: Computational Complexity

● Suppose n examples with dimension d
● Complexity for kNN training? 
● Complexity for kNN training?

○ For each point to be classified:
○ Complexity for computing distance to one example
○ Complexity for computing distances to all examples
○ Find k closest examples

● Is it expensive for a large number of queries?
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● Advantages:
○ Can be applied to the data from any distribution
○ The decision boundary is not necessarily to be linear
○ Simple and Intuitive
○ Good Classification with large number of samples

● Disadvantages:
○ Choosing k may be tricky
○ Test stage is computationally expensive

■ No training stage, time-consuming test stage
■ Usually we can afford long training step but fast testing speed

○ Need large number of examples for accuracy

KNN: Summary

() ()
$HI

J++

B
5++K



ML Pipeline: Evaluation Your Models
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Cross Validation
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Analyze Your Model: Underfit or Overfit?



● Another example on regression

Analyze Your Model: Underfit or Overfit?



Analyze Decision Tree: Too simple or too complex?

● Examples on Decision Tree
● Another two concepts: 

Model Bias & Variance
● Demo: [Link]



Part II

Programming Prep Guide



“Do it local”: Python & Jupyter Notebook

● Step 1: Install Anaconda (with Python 3.X and Jupyter Notebooks)

● Step 2: Try out Python in command line and open Jupyter Notebooks

● Step 3: Familiarize yourself with Python 3

● Step 4: Use Jupyter Notebooks for coding and writing together

● Step 5: Customize your Python environment and install Python packages

○ Example packages: Numpy, Pandas, Matplotlib

Note: This slide is only intended for students who want to program on local desktop instead of Google Colab. 



Where is your Python?

● Install Conda/Anaconda
○ Conda: 

https://docs.conda.io/projects/conda/en/latest/user-guide/install/index.html
○ Anaconda: https://docs.anaconda.com/anaconda/install/mac-os/

●  Install Jupyter Notebook from anaconda (this step may be skipped once Anaconda is 
installed)
○ Link: https://jupyter.org/install
○ Command Line: conda install -c conda-forge notebook

● Check out Python and Jupyter notebook
○ Command Line: python or ipython
○ Version/Source: python --version or which python
○ Open Jupyter Notebook: jupyter notebook (automatically into something URL like: 

http://localhost:8888/tree)

Note: This slide is only intended for students who want to program on local desktop instead of Google Colab. 



Create customized Python environment

● Checklist:
○ Create a customized virtual environment
○ Activate/Deactivate your environment
○ Install packages for your virtual environment

● Helpful links:
○ Managing conda environment: 

https://docs.conda.io/projects/conda/en/latest/user-guide/tasks/manage-environ
ments.html



A Program Notebook: Write and Code

● Apply both on Jupyter Notebook and Google Colab!

● Checklist:
○ Identify Markdown cell and Code cell
○ Learn how to use markdown and latex to input math formula
○ Run Python code

● Markdown tutorial → It is a notebook interface!
○ Checklist: paragraph, bold, italic, list, code (courier), math formula (in latex)
○ Link: https://www.markdowntutorial.com/ 

● Latex → It is for typing math symbols and equations!
○ No need to install Tex or Mactex
○ Cheatsheet: http://tug.ctan.org/info/undergradmath/undergradmath.pdf 



Checklist: Python, Numpy, Pandas, Matplotlib

● Shown in the demo
● Python

○ Data types and control flow
● Numpy

○ Array and matrix
○ Matrix operation
○ Broadcasting

● Pandas
○ Data load and export
○ Dataframe operations

● Matplotlib
○ Plot types, settings and output figure files

● Scikit-learn
○ ML pipeline (data prep, model selection, train and development, evaluation)



Demo [Link]

● Google Colab: A starter guide
○ Create and connect online codebook
○ Run code and commands
○ Save and output results

● Text cell
○ Markdown and Latex

● Code cell
○ Python
○ Numpy
○ Pandas
○ Matplotlib



Thank you!
Q & A



Junheng Hao
Friday, 01/22/2021

CS M146 Discussion: Week 3
Perceptron, Linear Models, Optimization 



Roadmap

● Announcement

● Perceptron & Linear Models

● Optimization, MLE



Announcements

● 5:00 pm PST, Jan. 22:  Weekly Quiz 3 released on Gradescope.
● 11:59 pm PST, Jan. 24 (Sunday): Weekly quiz 3 closed on Gradescope!

○ Start the quiz before 11:00 pm PST, Jan. 24 to have the full 60-minute time
● Problem set 1 released on campuswire/CCLE, submission on Gradescope.

○ Please assign pages of your submission with corresponding problem set outline 
items on GradeScope.

○ You do not need to submit code, only the results required by the problem set
○ Due on 11:59pm PST, Jan. 29 (Friday)



About Quiz 3

● Quiz release date and time: Jan 22, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Jan 24, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 3 Quiz" on GradeScope. 
● Topics: Perceptron, Linear Models
● Question Types

○ True/false, multiple choices, and auto-graded short answers (fill blanks)
○ Some questions may include several subquestions.

● Some light calculations are expected. Some scratch paper and one scientific calculator 
(physical or online) are recommended for preparation. 

!!



*One more quiz of K-NN

● True/False: The training error of K-NN will be zero when K = 1, irrespective of the 

dataset.
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Math Reminder: Normal vector and plane

● A normal vector is a vector perpendicular to another object, such as a surface or plane.

Credit: https://web.ma.utexas.edu/users/m408m/Display12-5-4.shtml 
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Math Reminder: Normal vector and plane

● A normal vector is a vector perpendicular to another object, such as a surface or plane.



Math Reminder: Normal vector and plane

● Demo Calculation Example
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Perceptron: Overview
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Perceptron: Convergence

● If training data is not linearly separable, the algorithm does not converge. 

● If the training data is linearly separable, the algorithm stops in a finite number of steps 

(converges).
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Perceptron: Update (Geometry)
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Perceptron: Connect to Neural Network

A Single Perceptron Multi-layer Neural Network

Question: Can a single perceptron classify XOR data? How about 2-layer perceptrons?



Logistic Regression: Overview Z;5
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Linear Models

● Compare: Decision Tree, Nearest Neighbors, Perceptron
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Decision Boundary: Quiz
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Decision Boundary: Quiz



Unconstrained Optimization

● Convex Function and Convexity

● Closed-form solution

● Gradient Descent

● Newton’s methods
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Gradient Descent
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Newton’s Method (Optional)

Definition:

Apply Newton’s methods on single variable to find minima: 

From single variable to Multivariate Newton-Raphson Method

O



Newton’s Method: Steps (Optional)

1. Initialize 
2. Calculate
3. Calculate
4. Initialize step            and start loops

a. Calculate 
b. Calculate
c. Calculate
d. Update:
e. Update:

5. Exit Loop



Newton’s Method: Example (Optional)

Newton’s Method
Example in one step:

➔ Calculate 
➔ Calculate
➔ Calculate
➔ Update:
➔ Update:
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Maximum Likelihood Estimation
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MLE: Logistic Regression

● Model

● Original Objective
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MLE: Logistic Regression
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Constrained Optimization

● Lagrange Multiplier 

● Considering multiple constraints
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Constrained Optimization
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Lagrange Multiplier

● Example: `2>MmR ZA72+ !r A! .
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Lagrange Multiplier: Connect to SVM *
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What’s next?

● In next week’s discussion, we will discuss: 
○ Logistic Regression (Continued)
○ Naive Bayes, Linear Regression (Planned)



Thank you!
Q & A



Junheng Hao
Friday, 01/29/2021

CS M146 Discussion: Week 4
Logistic Regression & Linear Regression 



Roadmap

● Announcement

● Logistic Regression

● Linear Regression



Announcements

● 5:00 pm PST, Jan. 29:  Weekly Quiz 4 released on Gradescope.
● 11:59 pm PST, Jan. 31 (Sunday): Weekly quiz 4 closed on Gradescope!

○ Start the quiz before 11:00 pm PST, Jan. 31 to have the full 60-minute time
● Problem set 1 released on CCLE, submission on Gradescope.

○ Please assign pages of your submission with corresponding problem set outline 
items on GradeScope.

○ You do not need to submit code, only the results required by the problem set
○ Due on TODAY 11:59pm PST, Jan. 29 (Friday)

● Problem set 2 expected to be released on CCLE, submission on Gradescope.
○ Due on two week later, 11:59pm PST, Feb. 12 (Friday)



About Quiz 4

● Quiz release date and time: Jan 29, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Jan 31, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 4 Quiz" on GradeScope. 
● Topics: Logistic Regression, Linear Regression, Gradient Descent
● Question Types

○ True/false, multiple choices
● Some light calculations are expected. Some scratch paper and one scientific calculator 

(physical or online) are recommended for preparation. 



Today’s topic

Linear combination / weighted 
sum of features

Sigmoid Function→ 
Probability of Y

Predicted Value Y

Classification
(Discrete Labels)

Regression
(Continuous)

Logistic Regression

Linear Regression

Maximum 
Likelihood

Least Square

Gradient
Descent
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Logistic Regression: Example Question

We are given a data set consisting of the following 
experiment. Well, the dataset is a little bit small. (O_o)

The height and weight of 3 people were recorded at the 
beginning of each person’s 65th birthday. At exactly one 
year after each person’s 65th birthday the vital status was 
recorded to be either alive or deceased. 

Our end goal is to use logistic regression to predict the 
probability that a person’s life expectancy is at least 66 
years given their age of 65, initial vital status of alive, 
height, and weight (but we won’t go that far here). 

The data is given in the following table on the right.

Height
(inches)

Weight
(lbs)

Vital Status

60 155 Deceased

64 135 Alive

73 170 Alive:



Logistic Regression: Example Question

Step 1: State the log-likelihood function.

Height
(inches)

Weight
(lbs)

Vital Status

60 155 Deceased

64 135 Alive

73 170 Alive



Logistic Regression: Example Question

Step 1: State the log-likelihood function.

Answer:

Height
(inches)

Weight
(lbs)

Vital Status

60 155 Deceased

64 135 Alive

73 170 Alive
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Logistic Regression: Example Question

Step 2: State the gradients for each parameter.

Height
(inches)

Weight
(lbs)

Vital Status

60 155 Deceased

64 135 Alive

73 170 Alive



Logistic Regression: Example Question

Step 2: State the gradients for each parameter.

Answer:

Height
(inches)

Weight
(lbs)

Vital Status

60 155 Deceased

64 135 Alive

73 170 Alive
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Logistic Regression: Example Question

Step 3: Give the Hessian Matrix (Optional)

Height
(inches)

Weight
(lbs)

Vital Status

60 155 Deceased

64 135 Alive

73 170 Alive
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Logistic Regression: Example Question

Step 3: Give the Hessian Matrix



Logistic Regression: Example Question

Step 4: Assuming an initial guess of 0.25 for each 
parameter, write python code for finding the values of 
the parameters after 2 iterations using the Newton 
Raphson method. Height

(inches)
Weight

(lbs)
Vital Status

60 155 Deceased

64 135 Alive

73 170 Alive



Closed form: LR + Regularization

● Model

● Original Objective

● L2-Regularized Objective

X43 .. Y6
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Sigmoid: Calculus Cheatsheet
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Logistic Regression: Likelihood
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Logistic Regression: Multiclass Case*

Logistic 
Regression

Model 1

Input Features

Logistic 
Regression

Model 2

Logistic 
Regression

Model 3

Logistic 
Regression

Model 4

Model 
Collection

Data

Predictions

Label 
(truth)

P1 P2 P3 P4

L1 L2 L3 L4

Cross-entropy Loss

+P, Z>0 [ 0@*@+* 6

+
= $*8 9 ?, G@ 8* \

:@] :@^ :@V :@_

)>0 #>11<0 $*8 2<8

G ? ? ?



Linear Regression: Model

● Linear model to predict value of a variable y using features x

● Least Square Estimation

● Closed form solution
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Linear Regression: Close-Form

Least Square Estimation

Closed form solution



Linear Regression: Example

● A ball is rolled down a hallway and its position is recorded at five different 
times. Use the table shown below to calculate

○ Weights
○ Predicted position at each given time and at time 12 seconds

Time (s) Position (m)

1 9

2 12

4 17

6 21

8 26



Linear Regression: Example

Step 1: Question

● What are X and Y variables?

● What are the parameters for our problem?

● Calculating parameters

Time (s) Position (m)

1 9

2 12

4 17

6 21

8 26

c*5 3



Linear Regression: Example

Step 1: Calculate Weights

● What are X and Y variables?
○ Time (X) and Position(Y)

● What are the parameters for our problem?
○       :Time         :Intercept 

● Calculating parameters
○

Time (s) Position (m)

1 9

2 12

4 17

6 21

8 26
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Linear Regression: Example

Let’s calculate on BOARD!

Time (s) Position (m)

1 9

2 12

4 17

6 21

8 26
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Linear Regression: Example

Step 2: Apply your model and predict

● Plug time values into linear regression equation

● Predicted value at time = 12 secs

● Matrix form to predict all other positions

Time (s) Position (m)

1 9

2 12

4 17

6 21

8 26

12 35.55

9 `* cE



Linear Regression: Example

Plot: Check your model

Time (s) Position (m)

1 9

2 12

4 17

6 21

8 26



Linear Regression: Example

Plot: Check your model

Time (s) Position (m)

1 9

2 12

4 17

6 21

8 26
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Linear Regression: Underfit & Overfit

● What is overfitting and underfitting in linear regression? → This topic will be 
discussed later.
○ How to avoid overfitting? X#<g3 @P<&J
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Bias vs Variance: Example

Linear Regression Decision Tree (Week 2)
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Bias vs Variance: Example



Closed form: LR + Regularization

● Model

● Original Objective

● L2-Regularized Objective _^Gf
0@<"
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Closed form: LR + Regularization
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Linear Regression: Probabilistic Interpretation

MLE = Least 
Square Error! 



Gradient Descent
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Batch vs Stochastic Gradient Descent

Randomly choosing 
a training sample
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Batch / Stochastic / Mini-Batch3
@
@

.L
U

/.

,p
UU

U

0 `
3

&

J
3



Logistic Regression VS Linear Regression

Linear combination / weighted 
sum of features

Sigmoid Function→ 
Probability of Y

Predicted Value Y

Classification
(Discrete Labels)

Regression
(Continuous)

Logistic Regression

Linear Regression

Maximum 
Likelihood

Least Square



* Logistic Regression: Convergence?

● True/False: Logistic regression cannot converge on a linearly separable dataset.
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Thank you!
Q & A
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Thank you!
Q & A
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Junheng Hao
Friday, 02/05/2021

CS M146 Discussion: Week 5
Overfitting and Regularization, Neural Nets 



Roadmap

● Announcement

● Overfitting and Regularization

● Neural Nets



Announcements

● 5:00 pm PST, Feb 5 (Friday):  Weekly Quiz 5 released on Gradescope.

● 11:59 pm PST, Feb 7 (Sunday): Weekly quiz 5 closed on Gradescope!
○ Start the quiz before 11:00 pm PST, Feb 7 to have the full 60-minute time

● Problem set 2 released on CCLE, submission on Gradescope.
○ Please assign pages of your submission with corresponding problem set outline 

items on GradeScope.
○ You do not need to submit code, only the results required by the problem set
○ Due on 11:59pm PST, Feb 12 (Friday)



About Quiz 5

● Quiz release date and time: Feb 5, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Feb 7, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 4 Quiz" on GradeScope. 
● Topics: Overfitting, Regularization, Neural Nets (without Backprop)
● Question Types

○ True/false, multiple choices
○ Some questions may include several subquestions.

● Some light calculations are expected. Some scratch paper and one scientific calculator 
(physical or online) are recommended for preparation. 



Clarification: Logistic Regression Convergence

Campuswire Post:  https://campuswire.com/c/GB5E561C3/feed/230 
Reference: https://www.cscu.cornell.edu/news/statnews/82_lgsbias.pdf 

Logistic regression (without regularization) cannot converge on a linearly separable dataset.
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Clarification: Logistic Regression Convergence

Colab Link:  https://colab.research.google.com/drive/1HrmthtXmg2PQ_9BHry1zrePWnSs2iQLn?usp=sharing 



Overfitting

Key Questions: 
● How to identify overfitting?
● How to avoid overfitting?

Credit: 
https://hackernoon.com/memorizing-is-not-
learning-6-tricks-to-prevent-overfitting-in-m
achine-learning-820b091dc42 



Overfitting: Polynomial Regression
>9(1 '

;$#??

+$$ :@ +AB 4C(1.
D

+2E.
$8 (1/

$



Overfitting

Overfitting

Data Size Model Setting Regularization



Overfitting: Data solution

● Collecting more data
● Data augmentation

<
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Overfitting: Model Solution

● Avoid overfitting by changing model hyperparameter selection, from the mechanism and 
inductive bias of the model. 

Decision Tree

k-NN

Logistic Regression

Linear Regression

Neural Nets

...

Our current model library ?

Overfitting Prescriptions

?

?
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● Model

● Original Objective

● L2-Regularized Objective

Regularization

● Model

● Original Objective

● L2-Regularized Objective

Logistic RegressionLinear Regression

HIB

$



Linear Regression + Regularization --J %K)
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About Norms (Vectors)
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About Norms (Vectors)

How does L1/L2 regularization change the gradient descent step?



About "Entrywise" Norms (Matrix)

Credit: https://en.wikipedia.org/wiki/Matrix_norm 

● L(2,1) Norm and L(p,q) Norm

● Frobenius norm (Hilbert–Schmidt norm)

● Max Norm
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Effect on Regularization

Without L2 Regularization

With L2 Regularization
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Neural Networks: Neuron/Perceptron

https://medium.com/typeme/lets-code-a-neural-network-from-scratch-part-1-24f0a30d7d62
https://becominghuman.ai/what-is-an-artificial-neuron-8b2e421ce42e



Neural Networks: A Simple Architecture

https://www.ptgrey.com/deep-learning



NN Example: XOR

https://datascience.stackexchange.com/questions/11589/creating-neural-net-for-xor-function
http://yen.cs.stir.ac.uk/~kjt/techreps/pdf/TR148.pdf
https://medium.com/@jayeshbahire/the-xor-problem-in-neural-networks-50006411840b

● Which NN architecture corresponds to which function?

(a)

(b) (c)

threshold

step 
function



https://datascience.stackexchange.com/questions/11589/creating-neural-net-for-xor-functi
on
http://yen.cs.stir.ac.uk/~kjt/techreps/pdf/TR148.pdf
https://medium.com/@jayeshbahire/the-xor-problem-in-neural-networks-50006411840b

(a)

(b) (c)

NN Example: XOR



https://www.youtube.com/watch?v=kNPGXgzxoHw

We can also use the 
step function 

instead of sigmoid

x1 x2 x1 x2

NN Example: XOR



1

NN Example: XOR (Cont’d)



2-Layer NN Example
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Questions: 
1. Neural network model (in equations)
2. Number of neurons? 
3. Number of weight parameters / bias parameters / total learnable parameters?

2-Layer NN Example



● Let’s play with it: 
https://playground.te
nsorflow.org/

Neural Networks: Demo



https://medium.com/datathings/neural-networks-and-backpropagation-explained-in-a-simple-way-f540a3611f5e

Neural Networks: Backpropagation



Neural Networks: Backpropagation

● A simple example to 
understand the intuition

● f(x,y) = x2y + y + 2
● Forward pass:

○ x=3, y=4 → f(3,4)=42
● Backward pass:

○ Chain rule:

Another better demo: 
http://colah.github.io/posts/2015-08-
Backprop/ 
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Multiclass Classification

● ?

https://developers.google.com/machine-learning/crash-course/multi-class-neural-networks/one-vs-all
http://www.briandolhansky.com/blog/2013/9/23/artificial-neural-nets-linear-multiclass-part-3

5 separate binary classifiers
Key: sharing the same hidden layers with different weights at the end

Question: Pros and cons?



Demo in class : Back propagation for a 2-layer network

2-Layer NN Example



Backprop: Exercise (next week)



● “Why do we have to write the backward pass when frameworks in the real 
world, such as TensorFlow/PyTorch, compute them for you automatically?”

● Vanishing gradients on Sigmoids

Why understanding backpropagation?

https://medium.com/@karpathy/yes-you-should-understand-backprop-e2f06eab496b



● ReLUs

Why understanding backpropagation?

● tanh

,2OG+ `2/E
Q *
OD $

+AB ) 02 B@)B & B &Q Q&



Why understanding backpropagation?

● Examples of activation function: Sigmoid, ReLU, leaky ReLU, tanh, etc

● Properties we focus: 

○ Differentiable 

○ Range: Whether saturated or not? (

○ Whether zero-centered or not? 

● Activation function family

○ Wiki: https://en.wikipedia.org/wiki/Activation_function 



NN: Backpropagation Reading List

● Backpropagation (CS 231N at Stanford)
○ https://cs231n.github.io/optimization-2/
○ https://www.youtube.com/watch?v=i94OvYb6noo

● (Optional) Matrix-Level Operation:
○ https://medium.com/@14prakash/back-propagation-is-very-simple-who-made-i

t-complicated-97b794c97e5c



https://medium.com/datathings/neural-networks-and-backpropagation-explained-in-a-simple-way-f540a3611f5e
https://www.quora.com/Machine-Learning-What-are-some-tips-and-tricks-for-training-deep-neural-networks

NN: Number of iterations to converge

● Architecture/Meta-parameters of the network, e.g. # layers, activation
● Quality of training data (input-output correlation, normalization, noise 

cleansing, class distribution/imbalance)
● Random initialization of the parameters/weights
● Optimization algorithm, e.g. SGD, Adam, etc.
● Learning rate
● Batch size
● (In practice) Implementation quality (Bug-free? Optimized?)



https://www.packtpub.com/mapt/book/big_data_and_business_intelligence/97817883978
72/1/ch01lvl1sec27/pros-and-cons-of-neural-networks
http://kseow.com/nn/
https://towardsdatascience.com/hype-disadvantages-of-neural-networks-6af04904ba5b

Flexibility

NN Summary



https://www.packtpub.com/mapt/book/big_data_and_business_intelligence/9781788397872/1/ch01lvl1sec27/pros-and-cons-of-neural-networks
http://www.luigifreda.com/2017/04/08/cnn-slam-real-time-dense-monocular-slam-learned-depth-prediction/
http://www.missqt.com/google-translate-app-now-supports-instant-voice-and-visual-translations/

Efficiency (In many cases, prediction/inference/testing is fast)

NN Summary: Pros and Cons



https://www.kdnuggets.com/2017/08/first-steps-learning-deep-learning-image-classification-keras.html/2
See, Abigail, Peter J. Liu, and Christopher D. Manning. "Get to the point: Summarization with pointer-generator networks." arXiv preprint arXiv:1704.04368 
(2017).
https://www.lifewire.com/my-iphone-wont-charge-what-do-i-do-2000147

Efficiency (Big model → slow training, huge energy consumption (e.g. for cell phone))

NN Summary: Pros and Cons



https://towardsdatascience.com/hype-disadvantages-of-neural-networks-6af04904ba5b

Data (Both a pro and a con)

NN Summary: Pros and Cons



https://www.anandtech.com/show/10864/discrete-desktop-gpu-market-trends-q3-2016
https://www.zdnet.com/article/gpu-killer-google-reveals-just-how-powerful-its-tpu2-chip-really-is/

Computational Power (Both a pro and a con)

NN Summary: Pros and Cons



https://towardsdatascience.com/hype-disadvantages-of-neural-networks-6af04904ba5b
https://xkcd.com/1838/

Black Box
Interpretability

NN Summary: Pros and Cons



What’s next?

● In next week’s discussion, we will continue to discuss: 
○ Backpropagation in neural nets

● Programming Guide
○ PyTorch (for PS3)



Thank you!
Q & A





Junheng Hao
Friday, 02/12/2021

CS M146 Discussion: Week 6
Neural Networks, Learning Theory, Kernels, 

PyTorch



Roadmap

● Announcement

● Neural Nets: Back Propagation

● Learning Theory

● Programming Guide: PyTorch



Happy Holidays!

No lecture next Monday (Feb 15)!



Announcements

● 5:00 pm PST, Feb 12 (Friday):  Weekly Quiz 6 released on Gradescope.

● 11:59 pm PST, Feb 14 (Sunday): Weekly quiz 6 closed on Gradescope!
○ Start the quiz before 11:00 pm Feb 14, Feb 14 to have the full 60-minute time

● Problem set 1: Regrade request due today

● Problem set 3: Problem set 1: Will be released later today, due Feb 26 11:59PM PST

● Problem set 2 submission on Gradescope.
○ Please assign pages of your submission with corresponding problem set outline 

items on GradeScope.
○ Due on TODAY 11:59pm PST, Feb 12 (Friday)

Late Submission of PS will NOT be accepted!



About Quiz 6

● Quiz release date and time: Feb 12, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Feb 14, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 4 Quiz" on GradeScope. 
● Topics: Neural Nets, Learning Theory
● Question Types

○ True/false, multiple choices
○ Some questions may include several subquestions.

● Some light calculations are expected. Some scratch paper and one scientific calculator 
(physical or online) are recommended for preparation. 

!



https://medium.com/datathings/neural-networks-and-backpropagation-explained-in-a-simple-way-f540a3611f5e

Neural Networks: Backpropagation
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Neural Networks: Backpropagation

● A simple example to 
understand the intuition

● f(x,y) = x2y + y + 2
● Forward pass:

○ x=3, y=4 → f(3,4)=42
● Backward pass:

○ Chain rule:

Another better demo: 
http://colah.github.io/posts/2015-08-
Backprop/ 
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Demo in class : Back propagation for a 2-layer network

2-Layer NN Example



Backprop: Exercise



Backprop: Exercise
Forward PassA74
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Backprop: Exercise
Back Propagation
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● “Why do we have to write the backward pass when frameworks in the real world, such 
as TensorFlow/PyTorch, compute them for you automatically?”

● Vanishing gradients on Sigmoids

Why understanding activation function?

https://medium.com/@karpathy/yes-you-should-understand-backprop-e2f06eab496b
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● ReLUs

Why understanding backpropagation?

● tanh

\



Why understanding backpropagation?

● Examples of non-linear activation functions: 

● Properties we focus on: 
○ Differentiable
○ Range: Whether saturated or not? (
○ Whether zero-centered or not? 

● Activation function family
○ Wiki: https://en.wikipedia.org/wiki/Activation_function 

D



● Let’s play with it: 
https://playground.te
nsorflow.org/

Neural Networks: Online Demo



Story of Computing
Just For Reading



Matrix Multiplication is 
Eating (the computing resource of) the World!

Story of Computing
Just For Reading



Single-thread Computing of X*W
Just For Reading

D



Neural Networks: Computation Example
Just For Reading

d



Neural Networks: Computation Example
Just For Reading



Neural Networks: Computation Example
Just For Reading



Neural Networks: Computation Example
Just For Reading



Neural Networks: Computation Example
Just For Reading



Neural Networks: Computation Example
Just For Reading



Neural Networks: Computation Example
Just For Reading



Neural Networks: Computation Example
Just For Reading



Neural Networks: Computation Example
Just For Reading



https://qcon.ai/system/files/presentation-slides/180411_qcon_presentation_-_2.pdf?fbclid=IwAR38kE
Swm8e2NAhkj5JFqgz0F0VtnCpFyBp1HH5itsoSQllYvkyYEwsc9uY

Neural Networks: Computation Example
Just For Reading



Learning Theory

● Let H be any finite hypothesis space. With probability 1 -𝛿 a hypothesis h → H that is 
consistent with a training set of size m will have an error < 𝜖 on future examples if

Credit: http://cs229.stanford.edu/summer2020/cs229-notes4.pdf 

e



VC Dimension

● Given a hypothesis class H over instance space X, we then define its Vapnik 
Chervonenkis dimension, written as VC(H), to be the size of the largest finite subset of X 
that is shattered by H.

● In general, the VC dimension of an 𝑛-dimensional linear function is 𝑛+1

● Sample size for infinite H

%
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VC Dimension of Half Space

● How to determine the set H of linear classifiers in two dimension has a VC(H)=3?

VC dimension of H here is 3 
even though there may be sets 
of size 3 that it cannot shatter.

# (
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VC Dimension of Rectangles

Credit: https://www.cs.princeton.edu/courses/archive/spring14/cos511/scribe_notes/0220.pdf 

● What is the VC Dimension of Axis-aligned rectangles?



Kernels

● Motivation: Transformed feature space

● Basic idea: Define K, called kernel, such that:

which is often as a similarity measure.
● Benefit: 

○ Efficiency: is often more efficient to compute than and the dot product.
○ Flexibility: can be chosen arbitrarily so long as the existence of is guaranteed 

(Mercer’s condition).

Credit: https://cs.nyu.edu/~mohri/icml2011-tutorial/tutorial-icml2011-1.pdf 
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 Polynomial Kernels
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Kernels: XOR Example



Other Kernel Options

Also known as “Radial 
Basis Function Kernel”

Note: The RBF/Gaussian kernel as a projection into infinite dimensions, commonly used in kernel SVM. 

Credit: http://pages.cs.wisc.edu/~matthewb/pages/notes/pdf/svms/RBFKernel.pdf 

Taylor Expansion

_



Programming Guide for PS3: PyTorch

● Important Concept Checklist
○ Tensors, Variable, Module
○ Autograd
○ Creating neural nets with provided modules: 
○ Training pipeline (loss, optimizer, etc): 
○ Util tools: Dataset
○ (most important) Search on official document or google

● A Not-so-short Tutorial: 
https://web.cs.ucdavis.edu/~yjlee/teaching/ecs289g-winter2018/
Pytorch_Tutorial.pdf → Details and demo code in another slides

● Youtube: 
https://www.youtube.com/playlist?list=PLlMkM4tgfjnJ3I-dbhO9JT
w7gNty6o_2m 



PyTorch Project Pipeline

Data Preparation

Model Design

Training Strategy



Use PyTorch to check your gradient calculation

Colab Link: https://colab.research.google.com/drive/1FHo_mkFaTatKgpBw5VRRVUSBJzoMt_U8?usp=sharing 
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Thank you!
Q & A
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Junheng Hao
Friday, 02/26/2021

CS M146 Discussion: Week 8
Ensemble Method, Multi-Class 

Classification, ML Evaluation



Roadmap

● Announcement

● Ensemble Method

● Multi-Class Classification

● ML Evaluation



Announcements

● 5:00 pm PST, Feb 26 (Friday):  Weekly Quiz 8 released on Gradescope.

● 11:59 pm PST, Feb 28 (Sunday): Weekly Quiz 8 closed on Gradescope!
○ Start the quiz before 11:00 pm PST, Feb 28 to have the full 60-minute time

● Problem set 3 released on CCLE, submission on Gradescope.
○ Please assign pages of your submission with corresponding problem set outline 

items on GradeScope.
○ You need to submit code and the results required by the problem set
○ Due on Today 11:59pm PST, Feb 26 (Friday)!

Late Submission of PS will NOT be accepted!



About Quiz 8

● Quiz release date and time: Feb 26, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Feb 28, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 8 Quiz" on GradeScope. 
● Topics: Ensemble Method, Multi-Class Classification, ML Evaluations
● Question Types

○ True/false, multiple choices
○ Some questions may include several subquestions.

● Some light calculations are expected. Some scratch paper and one scientific calculator 
(physical or online) are recommended for preparation. 



Quiz 7 Review: Kernel SVM

Linear SVM Kernel SVM

Weight parameter

Predicting new data
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Quiz 7 Review: Kernel SVM
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Reference: https://stats.stackexchange.com/questions/31066/what-is-the-influence-of-c-in-svms-with-linear-kernel 

SVM: Understanding C

● The C parameter tells the SVM optimization 
how much you want to avoid misclassifying 
each training example. 

● For large values of C, the optimization will 
choose a smaller-margin hyperplane if that 
hyperplane does a better job of getting all the 
training points classified correctly. 

● Conversely, a very small value of C will cause 
the optimizer to look for a larger-margin 
separating hyperplane, even if that 
hyperplane misclassified more points. 
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Additional: SVM on 1-dim data

● What if C is super large, i.e. C→ +inf?
● What is C is super small, i.e. C→ 0 (a very small positive number, such as 0.0001)?
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Additional: SVM on 1-dim data (code)

Colab link:
https://colab.research.google.com/driv
e/1Ru_gN8UikD_fGY3DfarHTfXQQDg4
b-D4?usp=sharing 



Ensemble: Bagging and Boosting

Bagging
“Parallel Learner”

Boosting
“Sequential Learner”
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Ensemble: Bagging (Bootstrap Aggregation)

● “Multiple” dataset and multiple classifier
-1
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Ensemble: Bagging (Random Forest)

● Single: Decision Tree → Bagging: Random Forest



Ensemble: Boosting (Adaboost)

1. Calculating error

2. Calculating 
classifier weights of t

3. Reweighting 
training points

Bagging Classifier
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Ensemble: Adaboost Loss Function

● Exponential loss, instead of 0/1 loss



Multi-Class Classification: Two modes

Given C classes and N data points each class:

Comparison One-vs-one One-vs-rest (all)

# Binary Classifies

# Training Data

Pros

Cons
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Logistic Regression: Multiclass Case

Logistic 
Regression

Model 1

Input Features

Logistic 
Regression

Model 2

Logistic 
Regression

Model 3

Logistic 
Regression

Model 4

Model 
Collection

Data

Predictions

Label 
(truth)

P1 P2 P3 P4

L1 L2 L3 L4

Cross-entropy Loss
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Multinomial Logistic Regression

Model:

Likelihood
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MLR: Cost Function and Optimization

Likelihood

Cost Function

Optimization Convex → SGD



Multiclass Classification in Neural Nets

https://developers.google.com/machine-learning/crash-course/multi-class-neural-networks/one-vs-all
http://www.briandolhansky.com/blog/2013/9/23/artificial-neural-nets-linear-multiclass-part-3

5 separate binary classifiers
Key: sharing the same hidden layers with different weights at the end



Softmax Layer in Neural Nets

Credit: 
https://developers.google.com/machine-learning/crash-cour
se/multi-class-neural-networks/softmax 

→ Implementation in PyTorch?
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Evaluation: Binary Classifier

● Diagnostic testing table

Credit: https://en.wikipedia.org/wiki/F-score 
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Evaluation: TP, FP, FN, TN & Two Types of Errors

Credit: https://devopedia.org/confusion-matrix 



Evaluation: Binary Classifier

● Precision and recall

Credit: https://en.wikipedia.org/wiki/F-score 
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Evaluation: Example

Credit: https://towardsdatascience.com/confusion-matrix-and-class-statistics-68b79f4f510b 

● Calculation from confusion matrix



Evaluation: Multi-class Confusion Matrix

Credit: https://devopedia.org/confusion-matrix 



Evaluation: Other Metrics & Curves

● ROC [Wiki]
● Area under the ROC Curve: AUC/AUROC
● A random classifier has AUROC = ½.
● A perfect classifier has AUROC = 1.
● Others: Precision-Recall Curve and AUPR

In-class Exercise: Building ROC Curves

W :_ ( + G 3

g>6>>A9?V/



Evaluation: Model Comparison



*Precision/Recall in Information Retrieval 
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Evaluation: sklearn Implementation

● Official Doc (stable version): 
https://scikit-learn.org/stable/modules/model_evaluation.html 

● Some helpful demos:
○ Precision-Recall: 

https://scikit-learn.org/stable/auto_examples/model_selection/plot_precision_recall.html#sp
hx-glr-auto-examples-model-selection-plot-precision-recall-py 

○ Confusion matrix: 
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.confusion_matrix.html#skl
earn.metrics.confusion_matrix

○ Receiver Operating Characteristic (ROC): 
https://scikit-learn.org/stable/auto_examples/model_selection/plot_roc.html#sphx-glr-auto-
examples-model-selection-plot-roc-py
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Thank you!
Q & A



Junheng Hao
Friday, 02/19/2021

CS M146 Discussion: Week 7
Kernels, SVM 



Roadmap

● Announcement

● Kernels

● SVM

● PyTorch Q&A (PS3)



Announcements

● 5:00 pm PST, Feb 19 (Friday):  Weekly Quiz 7 released on Gradescope.

● 11:59 pm PST, Feb 21 (Sunday): Weekly quiz 4 closed on Gradescope!
○ Start the quiz before 11:00 pm PST, Feb 21 to have the full 60-minute time

● Problem set 3 released on CCLE, submission on Gradescope.
○ Please assign pages of your submission with corresponding problem set outline 

items on GradeScope. 
○ You need to submit code, similar to PS2
○ Due on next week, 11:59pm PST, Feb 26 (Friday)

Late Submission of PS will NOT be accepted!

!



About Quiz 7

● Quiz release date and time: Feb 19, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Feb 21, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 7 Quiz" on GradeScope. 
● Topics: Kernels, SVM
● Question Types

○ True/false, multiple choices
○ Some questions may include several subquestions.

● Some light calculations are expected. Some scratch paper and one scientific calculator 
(physical or online) are recommended for preparation. 



Quiz 6 Review: Question 1
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Quiz 6 Review: RNN Example
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Quiz 6 Review: Question 6
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Kernels

● Motivation: Transformed feature space

● Basic idea: Define K, called kernel, such that:

which is often as a similarity measure.
● Benefit: 

○ Efficiency: is often more efficient to compute than and the dot product.
○ Flexibility: can be chosen arbitrarily so long as the existence of is guaranteed 

(Mercer’s condition).

Credit: https://cs.nyu.edu/~mohri/icml2011-tutorial/tutorial-icml2011-1.pdf 
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 Polynomial Kernels
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Kernels: XOR Example



Other Kernel Options

Also known as “Radial 
Basis Function Kernel”

Note: The RBF/Gaussian kernel as a projection into infinite dimensions, commonly used in kernel SVM. 

Credit: http://pages.cs.wisc.edu/~matthewb/pages/notes/pdf/svms/RBFKernel.pdf 

Taylor Expansion
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● Links: https://cs.stanford.edu/people/karpathy/svmjs/demo/  

SVM: Visual Tutorials



SVM: Margin
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Margin Lines

Distance between parallel lines of ax1+bx2=c1/c2)

Margin

SVM: Start with the margin
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SVM: Steps to understand SVM

1. Formulation of the Linear SVM problem: maximizing margin

2. Formulation of Quadratic Programming (optimization with linear constraints) → 
Primal problem

3. Solving linear SVM problem with “great” math*
a. (Generalized) Lagrange function, lagrange multiplier

b. Identify primal and dual problem (duality) → KKT conditions

c. Solution to w and b regarding alpha

4. Support Vectors, SVM Classifier Inference

5. Non-linear SVM, Kernel tricks



SVM: Math Behind

● Slides: http://people.csail.mit.edu/dsontag/courses/ml13/slides/lecture6.pdf 

● Notes: https://see.stanford.edu/materials/aimlcs229/cs229-notes3.pdf 

*To show in hand notes



Whiteboard for SVM Math Foundation

This slide is intentionally left blank.



Linear SVM: Example for Practice
Given labeled data and alpha values
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Linear SVM: Example for Practice
Questions
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Linear SVM: Example for Practice
Predictions for new data



Linear SVM: Example for Practice
Plot



Linear SVM vs Logistic Regression

● Decision boundaries?
● Loss functions?

Reading: http://www.cs.toronto.edu/~kswersky/wp-content/uploads/svm_vs_lr.pdf 
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Non-linear SVM



Non-linear SVM



Support Vectors
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SVM: Kernel



● The linear SVM relies on an inner product between data vectors,

● If every data point is mapped into high-dimensional space via transformation, 
the inner product becomes,

● Do we need to compute ɸ(x) explicitly for each data sample? → Directly 
compute kernel function K(xi, xj)

SVM: Kernel



SVM: Kernel Function Example



● Given the same data samples, what is the difference between linear kernel 
and non-linear kernel? Is the decision boundary linear (in original feature 
space)?

SVM: Kernel Function Example

I



● Huge feature space with kernels: should we worry about overfitting?
○ SVM objective seeks a solution with large margin.
○ Theory says that large margin leads to good generalization.
○ But everything overfits sometimes. 
○ Can control by:

■ Setting C
■ Choosing a better Kernel
■ Varying parameters of the Kernel (width of Gaussian, etc.) 

SVM: Overfitting



Reference: https://stats.stackexchange.com/questions/31066/what-is-the-influence-of-c-in-svms-with-linear-kernel 

SVM: Understanding C

● The C parameter tells the SVM optimization 
how much you want to avoid misclassifying 
each training example. 

● For large values of C, the optimization will 
choose a smaller-margin hyperplane if that 
hyperplane does a better job of getting all the 
training points classified correctly. 

● Conversely, a very small value of C will cause 
the optimizer to look for a larger-margin 
separating hyperplane, even if that 
hyperplane misclassified more points. 
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SVM: Demo of different kernels



Non-linear SVM: Example Practice
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Non-linear SVM Example

1.0

1.0



Non-linear SVM Example



Plot



● Decision Boundary

Non-linear SVM Solution



Thank you!
Q & A



SVM Dual Problem: How to optimize?

● The answer is Sequential Minimal Optimization (SMO) Algorithm.

● Basic idea: optimization problem of multiple variables is decomposed into a series of subproblems 
each optimizing an objective function of a small number of variables, typically only one, while all 
other variables are treated as constants that remain unchanged in the subproblem.

● Formulation: 



Whiteboard

● Content



Junheng Hao
Friday, 03/05/2021

CS M146 Discussion: Week 9
Naive Bayes, Clustering (K-Means, Gaussian 

Mixture Model) 



Roadmap

● Announcement

● Naive Bayes

● K-Means

● Gaussian Mixture Model



Announcements

● 5:00 pm PST, Mar 5 (Friday):  Weekly Quiz 9 released on Gradescope.

● 11:59 pm PST, Mar 7 (Sunday): Weekly Quiz 9 closed on Gradescope!
○ Start the quiz before 11:00 pm PST, Mar 7 to have the full 60-minute time

● Grading update: Lowest two quiz scores are dropped. The rest 7 quizzes are counted 
into final grading.

● Problem set 4 released on CCLE, submission on Gradescope.
○ Please assign pages of your submission with corresponding problem set outline 

items on GradeScope.
○ You need to submit code and the results required by the problem set
○ Due on next Friday, 11:59pm PST, Mar 12 (Friday)

Late Submission of PS will NOT be accepted!

!



About Quiz 9

● Quiz release date and time: Mar 5, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Mar 7, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 9 Quiz" on GradeScope. 
● Topics: Naive Bayes, Clustering
● Question Types

○ True/false, multiple choices
○ Some questions may include several subquestions.

● Some light calculations are expected. Some scratch paper and one scientific calculator 
(physical or online) are recommended for preparation. 

● Note: This is the last quiz in this quarter. Highest 7 quiz scores are counted for final 
grading.

Prof. Sankararaman’s post on updated quiz grading: 
https://campuswire.com/c/GB5E561C3/feed/438 

!



Updates: Final Exam

● Open book and open notes, on GradeScope: “quiz”-like exam
● Start attempting the exam from 8:00 am PST on March 15; Submit your exam before 

8:00am PST  March 16 (No extensions). → 24h time window
● Exam duration: 3 hours (time limit after start the exam)
● Type: True/false and multiple choice questions (free text boxes are given for 

justification)
● The instructors will be available to provide clarifications on CampusWire (visible for 

everyone) from 8:00am-11:00am on March 15. Later questions on Campuswire may not 
be answered.

● Some calculations are expected.

MUST READ: Official post about final exam on Campuswire: 
https://campuswire.com/c/GB5E561C3/feed/437 



Naive Bayes: Model Summary

● Defines a joint distribution

● Learning problem formulation

● Solution

Training data Constraints

Objective
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Naive Bayes: Derivation
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Index Word Count in Class 1 Count in Class 2
1 I 1 9
2 like 2 1
3 machine 3 9
4 learning 4 1

Naive Bayes: Example

● #docs in Class 1: 25, #docs in Class 2: 75A

B



Naive Bayes: Learning (Step 1)

● How to obtain the parameters in Naive Bayes classifier? (shown in class)

Index Word # in C1 # in C2

1 I 1 9

2 like 2 1

3 machine 3 9

4 learning 4 1
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Naive Bayes: Predicting

● Predicting new document: {I:3, like:1, machine:5, learning:1} (shown in class)

● One further question: How to predict new document: {I:3, like:1, machine:5, learning:1, 
love:2} → Label Smoothing

Index Word # in C1 # in C2

1 I 1 9

2 like 2 1

3 machine 3 9

4 learning 4 1
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Naive Bayes: Summary, Pros and Cons

● A linear classifier (same as logistic regression)
● Generative model, modeling joint distribution (probabilities) → What is the model 

assumption?
● Pros: 

○ Fast and simple compared to other complicated algorithms, easy training
○ Works well with high-dimension data such as text classification

● Cons: 
○ Strong assumptions (feature independency)
○ Not fit to regression
○ Smoothing is somewhat required for generalization



Generative vs Discriminative Models 

●  Training classifiers involve estimating f: X → Y, or 
P(Y|X)

● Generative classifiers → “distribution”
○ Assume some functional form for P(Y), P(X|Y)
○ Estimate parameters of P(X|Y), P(Y) directly from 

training data
○ Use Bayes rule to calculate P(Y|X)
○ Actually learn the underlying structure of the data

● Discriminative Classifiers → “boundary”
○ Assume some functional form for P(Y|X)
○ Estimate parameters of P(Y|X) directly from 

training data.
○ Learn the mappings directly from the points to the 

classes

●  Generative models
○ Naive Bayes
○ HMM

● Discriminative models
○ Logistic Regression
○ Neural Network / Perceptron
○ SVM

Q: With the aim of classification 
only, which type of models may less 
expensive? 

Credit: 
https://stats.stackexchange.com/questions/
12421/generative-vs-discriminative 
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Naive Bayes vs Logistic Regression 

● Compare the learning and prediction procedure on Naive Bayes and Logistic 
Regression in spam classification example
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MLE vs MAP

● From Bayes rule:

● Comparing MAP and MLE: [Link] 0+,T]0$
"3+.$'



Clustering

● Clustering: Input / Output / Goal of clustering analysis
○ Large amount of unlabeled data in real life

● Supervised learning v.s. unsupervised learning

● Unsupervised learning cases: Clustering and dimension reduction

● Clustering algorithm examples in this course:
○ K-means 
○ Gaussian Mixture models

● Dimension reduction algorithm examples in this course:
○ PCA



Supervised learning / Unsupervised learning



Applications of ML Categories

Other “learning”: Self-supervised learning, reinforcement learning



K-means

● Demo 1: 
http://stanford.edu/class/ee103/visualizations/kmeans/kmeans.html

● Demo 2: 
https://www.naftaliharris.com/blog/visualizing-k-means-clustering/



K-means: Steps



K-means

● Distortion measure

● Key idea of K-means algorithms:
○ Step 1: Partition into k non-empty subsets (select K points as initial centroids)
○ Step 2: Iteration: Update mean point and assign object to cluster again
○ Step 3: Stop when converge

● Partition-based clustering methods
● Can be considered as a special case of Gaussian Mixture Model (GMM)



K-means

● Q1: Will K-means converge?
● Q2: Will different initialization of K-means generate different clustering 

results?



K-means

● Q1: Will K-means converge?
● A1: Yes.

● Q2: Will different initialization of K-means generate different clustering 
results?

● A2: Yes. Initialization matters!



K-means: Discussion

● Efficiency: O(tkn) normally k,t are much smaller 
than n → efficient

● Can terminate at a local optimum
● Need to specify k (or take time to find best k)
● Sensitive to noisy data and outliers → K-medoids
● Different sizes and variances
● Not suitable to discover clusters with non-convex 

shapes
● Many variants of K-means:

○ K-means++, Genetics K-means, etc.



*Hierarchical Clustering

● Method
○ Divisive (Top-down)
○ Agglomerative (Bottom-up)

● Distance metrics
○ Single linkage
○ Complete linkage
○ Average linkage
○ Centroid
○ Medoid



*Hierarchical Clustering

● Single Linkage ● Complete Linkage ● Average Linkage 



Gaussian Mixture Model

Probabilistic interpretation of clustering?
We can impose a probabilistic interpretation of our intuition that points
stay close to their cluster centers
How can we model p(x) to reflect this?



Gaussian Mixture Model

Intuition
● We can model each region with

a distinct distribution
● Common to use Gaussians, i.e.,
● Gaussian mixture models

(GMMs) or mixture of
Gaussians (MoGs).

●  We don't know cluster
assignments (label) or
parameters of Gaussians or
mixture components



Gaussian Mixture Model
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Gaussian Mixture Model



GMM: Incomplete Data and EM algorithm

Typical EM iterations

1. Initialize θ with some values 
(random or otherwise) 

2. Repeat
a. E-Step: Compute γnk using 

the current θ
b. M-Step: Update θ using the 

γnk we just computed
3. Until Convergence

+
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EM Algorithms: Coin example (only M-step)



EM Algorithms: Coin example (EM)
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GMM: E-Step
?a
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GMM: M-Step
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GMM: Example (M-Step calculation)

Consider clustering ID data with a mixture of 2 gaussian. You’re given the 1-D data points x 
= [1 2 20 40]. Suppose the E step is the following matrix :

[  0.5  0.5
0.2   0.8

0     1  
      1       0        ]

→ What’s the mixing weights after M-step?
→ What’s the new values of means after M-step? 
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GMM: Cheatsheet

Zx7 P



GMM: Questions

● How does GMM relate to K-means? What are the similarities and differences?
● Will the GMM optimization process converge? (connected to K-means)



General EM Algorithms

● The EM algorithm is used to find (local) maximum likelihood parameters of a statistical 
model in cases where the equations cannot be solved directly. 

● Typically these models involve latent variables in addition to unknown parameters and 
known data observations.

● Example applied cases: K-Means, GMM
● Reading: http://ai.stanford.edu/~chuongdo/papers/em_tutorial.pdf 



Thank you!
Q & A



Reminder: You have until Saturday, March 13 8:00 AM PST to complete 
confidential evaluations for CSM146 and Dis 1C (Junheng).

Evaluation of Instruction



CS M146 Discussion: Week 10
PCA, HMM, Final Review 

Junheng Hao
Friday, 03/12/2021



Roadmap

● Announcement

● PCA

● HMM

● Q & A



Announcement

● There is no quiz in Week 10.

● Problem set 4 released on CCLE, submission on Gradescope.
○ Please assign pages of your submission with corresponding problem set outline 

items on GradeScope.
○ You need to submit code and the results required by the problem set
○ Due on today 11:59pm PST, Mar 12 (Friday)

● Final Exam: March 15 (Next Monday)
○ “Quiz-like” exam, submission through GradeScope

Late Submission of PS and final exam will NOT be accepted!



Updates: Final Exam

● Open book and open notes, on GradeScope: “quiz”-like exam
● Start attempting the exam from 8:00 am PST on March 15; Submit your exam before 

8:00am PST  March 16 (No extensions). → 24h time window
● You must start before 5:00am PST March 16 to use the full 3 hours. No late 

submission time. 
● Exam duration: 3 hours (time limit after start the exam)
● Type: True/false and multiple choice questions (free text boxes are given for 

justification)
● The instructors will be available to provide clarifications on CampusWire (visible for 

everyone) from 8:00am-11:00am on March 15. Later questions on Campuswire may not 
be answered.

● Some calculations are expected.

MUST READ: Official post about final exam on Campuswire: 
https://campuswire.com/c/GB5E561C3/feed/437 



Supervised learning / Unsupervised learning

!



Large feature space and dimension reduction

● Disadvantages of having a large feature space
○ More data is required
○ Redundant features and more noise → Model 

overfitting
○ Algorithm’s simplicity and fewer assumptions 

[Occam’s razor]

● Straightforward dimensionality reduction
○ Feature elimination
○ Feature extraction



PCA
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PCA: Formulation

● Dimension reduction as matrix decomposition

$ % $&

' (

( ) ( ) * ( ) + ),,- .
)

)
/

/ . 00 1+ 23
)

) /
/

( 4 . 56
( ) 78/&9

:/
;



PCA: Geometric Interpretation

Credit: https://online.stat.psu.edu/stat508/lesson/6/6.3 
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PCA: Formulation in 1-dim (k=1)

● Demo shown in whiteboard
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PCA Approach: Summarization

Steps: 
● Take the whole dataset consisting of d-dimensional samples
● Compute the d-dimensional mean vector (i.e., the means for every dimension of the 

whole dataset)
● Compute the covariance matrix of the whole data set
● Compute eigenvectors and corresponding eigenvalues
● Sort the eigenvectors by decreasing eigenvalues and choose k eigenvectors with the 

largest eigenvalues to form a d×k dimensional matrix (where every column represents 
an eigenvector)

● Use this d×k eigenvector matrix to transform the samples onto the new subspace. 

Credit: https://sebastianraschka.com/Articles/2014_pca_step_by_step.html 
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PCA: Example

● Demo shown at: https://sebastianraschka.com/Articles/2014_pca_step_by_step.html  



PCA vs Linear Regression
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HMM: Concepts

● Markov Process: the next state depends on the current state

● Initial probability

● Transition probability

● Emission symbols
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HMM: Computing probability of a sequence

● Assume uniform probability of starting in each states and transition probability matrix
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HMM: Most probable path

● Problem: Given a sequence of observations, what is the most probable sequence of 
hidden states?

● Solution: Viterbi Algorithm
`$ G `? # # # `/
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HMM: Viterbi/Dynamic Programming

● The most probable path with last two states (l, k) is the most probable path with state l 
at time (t−1) followed by a transition from state l to state k and emitting the observation 
at time t.

● Maximization process
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HMM: Viterbi Algorithm Example [Link]

Transition probability distribution

Emission probability distribution

Given a sequence of < *S*, x, y, y, *E*>
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*HMM: Learning Parameters

● Solution: Baum–Welch algorithm

Estimated 
parameters to 

generate 
observations

Updated parameters 
from (multiple) 

observations

H m



HMM: Applications and restrictions

Speak Recognition Protein Structure Prediction



CSM 146: Summary

Supervised Learning Unsupervised Learning

Model Decision tree, kNN
Neural nets, 

K-means, GMM
PCA, HMM

Loss Function 0/1, square, hinge, exponential, 
cross entropy (log)

Optimization MLP, MAE, SVM (dual problem, constrained)
Gradient descent (batch / stochastic)
EM algorithms

Theory PAC learning, VC-dimension

Others Convexity/concavity, hyperparameters, overfitting and underfitting, 
inductive biases, regularizations



Advanced Classes in AI/ML+

1. CS174A: Introduction to Computer Graphics (Prof. Asish Law, etc)
2. CS247: Advanced data mining (Prof. Yizhou Sun)
3. CS240: Big data seminar / Graph neural network (Prof. Yizhou Sun / Wei Wang)
4. CS260: Machine learning algorithms (Prof. Quanquan Gu/ Prof/ Cho-Jui Hsieh)
5. CS22X: Algorithms in Bioinformatics / Advanced Computational Genetics / 

Computational Methods in Medicine (Prof. Sankararaman / Prof. Eskin)
6. CS263: Natural language processing (Prof. Kai-Wei Chang / Nanyun Peng)
7. CS269: Seminars in deep learning foundations / natural language processing, etc. (Prof. 

Quanquan Gu / Kai-Wei Chang / Nanyun Peng)

Other courses are taught in EE, Stats departments:
1. ECE 236B/C: Convex Optimization (Prof. Vandenberghe)
2. ECE 239AS Reinforcement Learning Theory and Applications / Neural networks (Prof. Lin 

F. Yang / Jonathan Kao)



End-of-quarter Congratulations!



Thank you
for learning with us in winter 2021. 

Good luck
as certified ML experts!



Reminder: You have until Saturday, March 13 8:00 AM PST to complete 
confidential evaluations for CSM146 and Dis 1C (Junheng).

Evaluation of Instruction



Math Backup: Eigendecomposition


